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**A B S T R A C T**

In this study, capacity and security issues of text steganography have been considered to improve by proposing a novel approach. For this purpose, a text steganography method that employs data compression has been proposed. Because of using textual data in steganography, the employed data compression algorithm has to be lossless. Accordingly, LZW data compression algorithm has been chosen due to its frequent use in the literature and significant compression ratio. The proposed method constructs – uses stego keys and employs Combinatorics-based coding in order to increase security. Secret information has been hidden in the chosen text from the previously constructed text base that consists of naturally generated texts. Email has been chosen as communication channel between the two parties, so the stego cover has been arranged as a forward mail platform. By means of the proposed scheme, capacity has been reached to 7.042\% for the secret message containing 300 characters (or 300 8 bits). Finally, comparison of the proposed scheme with the other contemporary methods in the literature has been carried out. Experimental results show that the proposed scheme provided a significant increment in terms of capacity.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

The proliferation of network technologies and digital devices makes the delivery of digital multimedia fast and easy. However, distributing digital data over public networks such as Internet is not reliable because of copyright violation, counterfeiting, forgery, and fraud. Therefore, methods for protecting digital data, especially sensitive data, are extremely essential (Chang and Kieu, 2010). Although the use of electronic documents is widespread, very few people can recognize that these documents contain “hidden data”. The reason for using the word “hidden” is that these data are normally located within a file, but cannot be identified using common methods. Hidden data can be classified into two kinds. The first is automatically created by the application, and the second is created and concealed by an individual for specific purposes (Park and Lee, 2009). Secret data can be protected by cryptographic methods, conventionally. However, transmitting the encrypted secret data by cryptosystems is prohibited by some dictatorial governments, or the meaningless form of the encrypted data may attract the attention of interceptors (e.g., wardens or sensors) that are designed to stop any secret communications (Chang and Kieu, 2010). Alternatively, confidential data can be protected by employing information hiding techniques. Generally, information hiding includes digital watermarking and steganography (Chang and Kieu, 2010). Watermarking is different from steganography in its main goal. Watermarking is used for copyright protection, broadcast monitoring, transaction tracking, and similar activities. A watermarking scheme alters a cover object, either imperceptibly or perceptibly, to embed a message about the cover object (e.g., the owner’s identifier). It can be observed as steganography that is concentrating on high robustness and very low or almost no security (Gutub and Fattani, 2007). In contrast, steganography is used primarily for secret communications (Chang and Kieu, 2010). Steganography is the art of writing secret data in such a way that no one except the intended receiver knows about the existence of secret data. Successful steganography depends upon the carrier medium not to raise attention (Sajedi and Jamzad, 2010).

There are three main issues to be considered when studying steganographic systems: capacity (or bitrate), security and robustness (Al-Haidari et al., 2009). Capacity refers to the amount of data bits that can be hidden in the cover medium. Security relates to the ability of an eavesdropper to figure the hidden information easily. Robustness is concerned about the resist possibility of modifying or destroying the unseen data (Gutub and Fattani, 2007). In steganography for digital systems, the cover media used to hide the message can be text, image, video or audio files (Aabed et al., 2007).

We propose a compression based text steganography method in order to improve capacity and security. Namely, the problem is to obtain a significant increment in the amount of secret data that is aimed to be hidden in cover medium while we desire to complicate...
the extraction procedure of the secret data. In the proposed method, secret data has been embedded in the chosen text from the previously constructed text base. The text base contains naturally generated texts like notification texts, abstracts of articles, etc. which can be used for a group speech. While embedding, originality of the chosen text has been protected by only camouflaging the secret information. Email has been chosen as communication channel between the two parties, so the stego cover has been arranged as a forward mail platform. While arranging the stego cover as a forward mail platform, we use the previously arranged email address list for choosing the email addresses. Meanwhile, this email address list has been used as a global stego key that is shared both by the sender and the recipient beforehand.

For the first purpose, capacity increment, we prefer to use data compression techniques. In a data compression process the aim is to decrease the redundancy of a given data description (Galambos and Bekesi, 2002). Generally, data compression algorithms are classified as lossless or lossy. Lossless data compression involves a transformation of representation of the original data set such that it is possible to reproduce exactly the original data set by performing a decompression transformation and it is used when the original and the decompressed files must be identical (in compressing text files, executable codes, word processing files, etc.). Lossy data compression involves a transformation of representation of the original data set such that it is impossible to reproduce exactly the original data set, but an approximate representation is reproduced by performing a decompression transformation. This type is used on the Internet and especially in streaming media and telephony applications (Al-Bahadili, 2008). In case of textual information, while performing a compression/decompression process we must recover exactly the original data. In case of pictures or voices – without getting into deep trouble – it is allowed to get an approximation of the original information (Galambos and Bekesi, 2002). In our problem, we have to protect the originality because of dealing with textual data. So we have to use a lossless data compression technique. Accordingly, we propose to employ LZW data compression algorithm because of its good compression ratio and frequent usage in the literature. The LZW algorithm first reads the data and tries to match a sequence of data bytes as large as possible with an encoded string from the dictionary. The matched data sequence and its succeeding character are grouped together and then added to the dictionary for encoding later data sequences (Liang et al., 2008). For the second purpose, security improvement, we propose to employ stego-keys. We can classify the employed stego keys into two classes according to their missions. One of them is the constructed stego keys during embedding phase of the proposed scheme and the other is the previously constructed global stego key which is shared both by the sender and the receiver beforehand. Meanwhile, employing Combinatorics-based coding in order to support the desired randomness (see Jun et al., 2011 for additional information) provides a positive contribution to the security. Combinatorics-based coding is predictable to the receiver but quite random to an observer who tries to analyze the steganographic cover, rendering the steganographic cover more resilient (Desoky, 2009). For this purpose, Latin Square has been employed (see Easton and Gary Parker, 2001 and Colbourn, 1984 for additional information). By basing on Bailey and Curran (2006), we can say that LZW coding also provides contribution to security. Evaluation procedure has been performed via capacity measurements. Capacity has been measured in terms of percent, by calculating the rate of secret data that is embedded in the stego cover. Besides, a general evaluation has been performed in terms of capacity by comparing the proposed scheme with the other contemporary methods in the literature.

The rest of this paper has been organized as follows: Section 2 provides a brief overview of the related text steganography methods in the literature. The proposed method has been explained in Section 3, in depth by mentioning embedding phase, construction and usage of stego keys and extracting phase. In Section 4, we presented the analysis of capacity calculation. In Section 5, we provided the performed experiments and the obtained experimental results for the proposed method. Finally, we summarized the most relevant conclusions of this work in Section 6.

2. Related work

Several attempts have been performed to design text steganography methods for different languages like English, Chinese, Persian and Arabic, etc. In this section, some of the previous studies are explained.

Wayner (1992, 2002) introduced the mimic functions approach. In this method, the inverse of Huffman Code is employed by inputting a data stream of randomly distributed bits. The aim of this operation is to produce the text that obeys the statistical profile of a particular normal text. Thus, the generated text by mimic functions is resilient against statistical attacks. The output of a regular mimic functions is gibberish. Accordingly, this makes the text extremely suspicious (Desoky, 2009). Maher (1995) proposed a text data hiding program that is called TEXTO. TEXTO was designed to transform unencrypted or PGP ASCII-armed ASCII data into English sentences. It is convenient for exchanging binary data, especially encrypted data. Here, the secret data is replaced by English words. Namely, TEXTO works like a simple substitution cipher (Wang et al., 2009a).

Chapman and Davida (1997, 2001, 2002) introduced a steganographic scheme that consists of two functions called NICETEXT and SCRAMBLE. NICETEXT transforms cipher text to the text that looks like natural language. There are synonyms-based approach which attracted the attention of many researchers in the last decade like Winston (1999, 2008), Nakagawa (Nakagawa et al., 2001) and Murphy et al. (Murphy and Vogel, 2007). In synonym-based approach, the cover text may look legitimate from a linguistics point of view given the adequate accuracy of the chosen synonyms. But reusing the same piece of text to hide a message can raise suspicion (Desoky, 2009).

Sun et al. (2004) proposed a scheme that uses the left and right components of Chinese characters. The proposed scheme is called L-R scheme. In L-R scheme, the mathematical expression of all Chinese characters is introduced into the text data hiding strategy. It chooses those characters with left and right components as candidates to hide the secret information. During the embedding phase, if the secret information is “O”, the L-R scheme keeps the candidate character’s original appearance; otherwise, the character’s appearance must be modified by adjusting the space between the left and right components of the current candidate character (Wang et al., 2009a). In order to increase the hiding capacity of Sun et al.’s L-R scheme, Wang et al. (2009a) revised their scheme by adding the up and down structure of Chinese characters as an extra candidate set. Besides, a reversible function to Sun et al.’s L-R scheme has been added to make it possible for receivers to obtain the original cover text and use it repeatedly for later transmission of secrets after the initial hidden secrets have been extracted (Wang et al., 2009a).

Since communications via chat room become more popular in people’s lives; Wang and Chang proposed another new text steganography method. The proposed method embeds secret information into emotional icons (also called emoticons) in chat rooms over the Internet. In this method, firstly the sender’s emoticon table should be unambiguous with the receiver’s emoticon table. Next, the sender and the receiver classify those emoticons in the emoticon table into several sets according to their meaning (like cry, smile laugh) and every emoticon belongs to one set. The order number of
an emoticon, counting from 0, in its set is the secret bits that will be embedded. Thus, the proposed steganographic scheme uses a secret key to control the order of emoticons in each constructed set. Only the sender and the receiver keep this key. The embedding capacity has also been improved due to the tremendous numbers of emoticons used in many kinds of chat rooms (Wang et al., 2009b).

Grothoff et al. introduced a new approach that is called translation-based steganographic scheme. This scheme hides a message in the errors (noise), which are naturally encountered in a machine translation (MT). The secret message is embedded by performing a substitution procedure on the translated text using translation variations of multiple MT systems (Desoky, 2009). Another noise-based approach was proposed by Topkara et al. in 2007. Here, typos and ungrammatical abbreviations in a text, e.g., emails, blogs, forums, etc., are employed for hiding data. However, this approach is sensitive to the amount of noise (errors) that occurs in a human writing (Desoky, 2009).

In 2009, Desoky proposed a method called Listega. Listega takes advantage of using textual list to camouflage data by exploiting itemized data to conceal messages. Simply, it encodes a message then assigns it to legitimate items in order to generate a cover text in a form of list. Listega establishes a covert channel among communicating parties by employing justifiably reasons based on the common practice of using textual list of items in order to achieve unsuspicious transmission of generated covers (Desoky, 2009).

Por et al. (2012) proposed a data hiding method based on space character manipulation called UniSpaCh. UniSpaCh is proposed to embed information in Microsoft Word document using Unicode space characters. In addition, white spaces are considered to encode payload because they appear throughout the document (i.e., available in large number), and the manipulation of white spaces has insignificant effect to the visual appearance of document. UniSpaCh embeds payload into inter-sentence, inter-word, end-of-line and inter-paragraph spacings by introducing Unicode space characters (Por et al., 2012).

3. The proposed LZW based text steganography method

In this section, embedding phase, construction and usage of stego keys and extracting phase of the proposed method have been explained.

3.1. Embedding phase

Before explaining embedding procedure, let’s mention the following variables:

- $S$: Secret message
- $T$: Text base
- $D$: Matrix of relative distances
- $E$: Matrix of exceedings
- $R$: Matrix of reconstructed relative distances
- $\Delta D$: Relative distances
- $K_1$: Global stego key
- $K_2$: Set of chosen and modified email addresses

$$S = \{a_1, a_2, \ldots, a_n\}$$
$$D = D_{48,m} = \begin{bmatrix}
   d_{1,1} & \cdots & d_{1,m} \\
   \vdots & \vdots & \vdots \\
   d_{48,1} & \cdots & d_{48,m}
\end{bmatrix}$$

Let’s assume $a_1 = b_2$.

$$T = T_{48,000} = \begin{bmatrix}
   r_{1,1} & \cdots & r_{1,000} \\
   \vdots & \vdots & \vdots \\
   48,1 & \cdots & 48,000
\end{bmatrix}$$

$$E = E_{48,m} = \begin{bmatrix}
   e_{1,1} & \cdots & e_{1,m} \\
   \vdots & \vdots & \vdots \\
   e_{48,1} & \cdots & e_{48,m}
\end{bmatrix}$$

Since $K_1$ consists of the combinations of each pair of letters, the maximum index has been computed as $26 \times 26 = 676$. We can represent $K_1$ as follows:

$$K_1 = \{\text{aa...@hotmail.com, } \text{ab...@hotmail.com, } \text{ac...@hotmail.com, } \ldots, \text{zy...hotmail.com, } \text{zy...hotmail.com, } \text{zz...@hotmail.com}\}$$

$$\text{windowslive.com, mail.com, myspace.com, mynet.com,}$$

$$\text{ymail.com, google.com, yahoo.com, msn.com,}$$

$$\text{hotmail.com, gmail.com, yahoo.com, msn.com,}$$

$$\text{mail.com, myspace.com, mynet.com,}$$

$$\text{ymail.com, google.com, yahoo.com, msn.com,}$$

$$\text{hotmail.com, gmail.com, yahoo.com, msn.com,}$$

Initially, let’s mention that $S$ is a set that contains characters of secret message: $a$. $Text$ represents a text in text base and it contains characters of text: $b$. $T$ is a matrix that contains all $Texts$ in text base. Here 48 is the number of $Texts$ in text base. $3000$ is the maximum character number of a $Text$ in text base. If a $Text$ has fewer characters than $3000$; the corresponding elements of $T$ are assigned as 0.

Step 1. $S$ contains characters of secret message; $a$ and $Text$ contains characters of text; $b$. We look for a situation, where $a = b$. Accordingly, $\Delta D$ is a vector of which elements $(c)$ are differences between the indexes of $b$ elements where the character mapping forms. We can express this operation as follows:

$$S = \{a_1, a_2, \ldots, a_m\}$$

$$\Delta D = \{c_1, c_2, \ldots, c_n\}$$

$$K_1 = \{j_1, j_2, \ldots, j_{40} \}$$

$$D = D_{48,m} = \begin{bmatrix}
   \cdots & \cdots & \cdots \\
   \vdots & \vdots & \vdots \\
   \cdots & \cdots & \cdots
\end{bmatrix}$$

Let’s assume that $a_1 = b_2$. In this case, the value we need for $\Delta D$ is the index of $b$, namely 2. In the second step we consider the following elements of $S$ and $Text$:

$$a_2 = b_4 \rightarrow a_2 - b_4 = 0$$

$$a_2 = b_4 \rightarrow a_2 - b_4 = 0$$

$$\vdots$$

$$a_2 = b_n \rightarrow a_2 - b_n = 0$$

Let’s assume that $a_2 = b_4$. In this case, the value we need for $\Delta D$ is the difference of the current index of $b$ (4) and the previous index of $b$ (2), namely $4 - 2 = 2$. This operation forms iteratively through $Text$ till the end of secret message, in order to construct $\Delta D$.

Step 2. We construct $\Delta D$ for every $Text$ in $T$. Then we hold every $\Delta D$ in order to form $D$. Accordingly, we obtain:

$$\Delta D = \{c_1, c_2, \ldots, c_n\}$$

$$K_1 = \{j_1, j_2, \ldots, j_{40} \}$$

$$D = D_{48,m} = \begin{bmatrix}
   \cdots & \cdots & \cdots \\
   \vdots & \vdots & \vdots \\
   \cdots & \cdots & \cdots
\end{bmatrix}$$

$$E = E_{48,m} = D \cdot 26$$

$$R = R_{48,m} = D \text{ mod } 26$$

$D$ is a matrix of $48 \times m$. We construct $D$ in order to choose the most appropriate $Text$ in $T$ for LZW coding.

Step 3. In this step let’s examine whether elements of $D$ exceed 26. If yes, we obtain $E$ and $R$ as follows:

$$E = E_{48,m} = D \cdot 26$$

$$R = R_{48,m} = D \text{ mod } 26$$
Here, the aim is to benefit Latin Square (please refer to Annex 1) without exceeding its boundaries. If \( d \) does not exceed 26, notice that the corresponding \( e \) will be 0 and the corresponding \( r \) will be equal to \( d \).

**Step 4.** We estimate the number of dual pattern repetition for every line of the constructed \( R \) in the previous step and we obtain:

\[
P = \begin{bmatrix}
P_1 \\
\vdots \\
P_{48}
\end{bmatrix}
\]

We chose the maximum \( p \) value in \( P \). Accordingly, we choose the lines of \( E \) and \( R \) which correspond to the line index of this calculated maximum \( p \) in \( P \). Let’s denote these lines as \( E^* \) (exceeding vector for the reconstructed \( \Delta \hat{D} \)) and \( R^* \) (reconstructed \( \Delta \hat{D} \)). Meanwhile, in \( T \), we choose \( Tex \) as cover text \((T^*)\) which corresponds to the line index of maximum \( p \) value. Here, the aim is to increase the performance of LZW coding.

**Step 5.** In this step, \( R^* \) is compressed by employing LZW coding.

5.1 The integers between 1 and 26 have been used to construct the initial LZW dictionary (These codes will be employed in case of meeting no repetition).

5.2 LZW dictionary is updated for every met symbol or symbol string by considering the repetition cases. The corresponding symbol or symbol string is encoded by considering the corresponding index in the dictionary.

As the result of LZW coding, we have \( R^* \) and \( ||R^*|| < ||R|| \). Then we represent each element of \( R^* \) in base 2, namely we perform the operation: \((R^*)_2\). Then we concatenate every element in order have a bit stream.

**Step 6.** We divide the obtained bit stream into the groups each of which contains 12 bits. In every group, the first 9 bits will be handled for constructing the userid of email address. The remaining 3 bits will be handled for modifying the email address extension (for e.g. hotmail.com). Let \( G_1 \) be the first 9 bits. By performing the following operations, we obtain two integers:

\[
x = (G_1)_10 \mod 26
\]

\[
y = (G_1)_10 \mod 26
\]

These integers will then be used in order to choose email addresses from \( K_1 \). \( K_1; \) global stego key; is a set that consists of the previously generated email address list. \( x \) and \( y \) are converted to letters by employing Latin Square (refer to Annex 1). Then these two letters are mapped to one email address by employing \( K_1 \).

Let \( G_2 \) be the last 3 bits of each group.

\[
z = (G_2)_10
\]

As mentioned before, \( z \) will be used to modify email address extension by employing \( A \). Email address extension is determined by using binary indexes of elements in \( A \) (this modification is handled as a stego key which is a part of \( K_2 \)).

**Step 7.** Finally, we modify these chosen email addresses in order to complete construction of \( K_2 \) set by using \( E^* \) (estimated in step 4). This modification is performed by adding exceeding number to the chosen email address before “@” character and also handled as a stego key. Since there are not any rules or constraints while forming an email address, exceeding numbers seem as a natural part of the email address (If there is no exceeding we do not modify the corresponding email address’s userid.). Thus, \( K_2 \) is a set that consists of the chosen and modified email addresses. Namely, many elements of the set \( K_2 \) are arranged as stego keys. Besides, let’s mention that \( s(K_2) < s(K_1) \).

**Step 8.** We construct stego cover by using both \( T^* \) as cover text and \( K_2 \) set. Thus, the medium in order to conceal the secret message is shown as a forward mail platform. Here, notice that definite email addresses are employed as stego keys according to the exceeding numbers (estimated in step 4) and with the last 3 bits \( z \) that determines email address extension (estimated in step 6). However, it is not possible to know which of them are stego keys without having \( K_1 \). \( K_2 \) is shared only by the sender and the recipient beforehand. Pseudo codes of the embedding phase have been provided in Fig. 1.

![Fig. 1. Pseudo codes for the embedding phase.](image-url)
sensitivity” (Lou et al., 2010) and Wang et al. titled as: “Emoticon-based Text Steganography in Chat” (Wang et al., 2009b). It is a set consisting of the previously constructed email address list that is shared by both sender and recipient beforehand. The purpose of using a global stego key is to detect the correct position information, which is embedded in the modified email addresses. Namely, K2 needs a global key in order to solve and to detect correct position information of the secret message.

3.3. Extracting phase

Step 1. Let’s get the stego cover. Then compare each element of K2 to each element of K1. The purpose of this operation is to find out whether there are differences between the compared email addresses. We consider the usside of each email address before “@” character. In case of any difference, we extract the different information. Notice that this extracted numerical information are elements of T. If these compared email addresses are not different from each other, there is no overflow and the concerning element of T will be 0.

Step 2. We now investigate the elements of K2 more clearly; the first two characters of each email address. We convert them to numbers by employing Latin Square. Thus we obtain x and y. Meanwhile, we have to investigate the email address extension to obtain z. For this purpose, we estimate z via A by employing the binary index number of each element in A. Then, we can calculate G1 and G2 for each group of 12 bits by using the following equations:

\[ G_1 = (x \cdot 26)^2 \]  
\[ G_2 = (z)^2 \]

By concatenating these obtained G1 and G2 values, we have (T), the compressed bit stream via LZW.

Step 3. We have to decompress T via LZW coding in order to obtain R.

3.1 The integers between 1 and 26 have been used to construct the initial LZW dictionary.

3.2 LZW dictionary is updated in each symbol or symbol string that is met. The concerning symbol or symbol string is decoded by considering the corresponding index in the dictionary.

At the end of this decompression, we obtain R.

Step 4. We have to estimate the initial ΔD by employing R and T. If we denote the elements of T and R as r and e, respectively (In embedding phase, we denoted the elements of ΔD as c):

\[ c = r + (26 \cdot e) \]

Step 5. By using elements of ΔD we can extract the elements of S through T, in the stego cover. By advancing c at a time through elements of T, we detect the index number where character mapping forms (the place where a = b). Thus we can extract the concerning element of S. This operation repeats consecutively for every element of ΔD. Finally, we concatenate the extracted elements and we obtain S. Pseudo codes of the extracting phase have been provided in Fig. 2.

4. Analysis of capacity estimation for the proposed method

Bitrate or capacity is defined as the size of the hidden message relative to the size of the cover (Desoky, 2009). In this case, we can formulate bitrate as follows:

\[ C = \frac{\text{bits of secret message}}{\text{bits of stego cover}} \]  

In Table 1, some information regarding with secret messages (S), character numbers of secret messages (n), numbers of dual pattern repetition (p) and bitrates (or capacity – C) has been provided. p values have been calculated by counting the repetition number of each pair in R and then getting sum of them. The reason of considering dual pattern repetition is the possibility of meeting patterns with triad, quad, etc. repetitions. As the length (n) of S increases, it can be seen that dual pattern repetition number (p) increases, too. This has a positive contribution to LZW coding which performs compression process by basing on symbol repetition.

<table>
<thead>
<tr>
<th>Secret message (S)</th>
<th>n</th>
<th>p</th>
<th>C (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>10</td>
<td>11</td>
<td>0.679</td>
</tr>
<tr>
<td>S2</td>
<td>20</td>
<td>22</td>
<td>1.153</td>
</tr>
<tr>
<td>S3</td>
<td>30</td>
<td>17</td>
<td>2.34</td>
</tr>
<tr>
<td>S4</td>
<td>40</td>
<td>25</td>
<td>3.642</td>
</tr>
<tr>
<td>S5</td>
<td>50</td>
<td>34</td>
<td>4.071</td>
</tr>
<tr>
<td>S6</td>
<td>60</td>
<td>36</td>
<td>3.926</td>
</tr>
<tr>
<td>S7</td>
<td>70</td>
<td>41</td>
<td>4.176</td>
</tr>
<tr>
<td>S8</td>
<td>80</td>
<td>44</td>
<td>4.507</td>
</tr>
<tr>
<td>S9</td>
<td>90</td>
<td>62</td>
<td>4.777</td>
</tr>
<tr>
<td>S10</td>
<td>100</td>
<td>69</td>
<td>5.481</td>
</tr>
<tr>
<td>S11</td>
<td>110</td>
<td>84</td>
<td>5.268</td>
</tr>
<tr>
<td>S12</td>
<td>120</td>
<td>96</td>
<td>5.527</td>
</tr>
</tbody>
</table>
In Table 2, repetition details about 12 sample secret messages have been demonstrated (Notice that p is calculated by employing $R$ for each $S$). LZW coding performs compression by using the same codeword for the same repeating patterns. Accordingly, as the performance of LZW compression increases, we have a smaller $R$ that is compressed from $R$. Therefore, the number of chosen email addresses via Latin square decreases. Since these email addresses are used in the stego cover with cover text, which represents denominator in Eq. (9), this increases the capacity.

The state of capacity versus character length of secret message has been demonstrated in Fig. 3. Here, vertical axis indicates capacity value in terms of percent (%) while horizontal axis is indicating character length of secret message ($n$). By basing on Fig. 3, we can claim that capacity increases as the character length of secret message increases, since this represents numerator in Eq. (9). The line named as $\log(\text{capacity} \%)$ in the given graph demonstrates the bias curve of capacity. Logarithmic curve has been preferred due to the value of $R^2$ that is too close to 1.

5. Experimental results

The experiments for the proposed method have been performed in four steps by employing the following paragraph:

Step 1: The above paragraph contains 900 characters with spaces. We firstly divided the given paragraph into 3 parts each of which contains 300 characters. Thus, we obtain 3 secret messages ($S_1$, $S_2$ and $S_3$). The parts have been indicated in underlined, bold and italic styles.

Step 2: For an unbiased and a detailed investigation, we divided the length ($n$) into 16 intervals. For every secret message, the first 12 intervals have been obtained by incrementing the length 10 by 10. The 13th interval has been obtained by adding 30 to the length of the 12th one and the last 3 intervals have been obtained by incrementing the length 50 by 50. Thus the length ($n$) of each secret message changes between 10 and 300, as seen in Table 3.

Step 3: The following operations have been performed in order to support an unbiased and a detailed investigation for each secret message:

3.1 16 sub parts of $S_1$ have been constructed from beginning to the end, sequentially by conforming the given intervals in Table 3.

3.2 16 sub parts of $S_2$ have been constructed from end to the beginning, sequentially by conforming the given intervals in Table 3.

Table 2

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>(19, 1, 1, 6, 1, 1, 1, 1)</td>
</tr>
<tr>
<td>$R_2$</td>
<td>(19, 1, 1, 1, 6, 1, 1, 1, 1, 1, 8, 5, 2, 5, 24, 18, 1, 3)</td>
</tr>
<tr>
<td>$R_3$</td>
<td>(8, 1, 1, 1, 15, 7, 2, 14, 6, 2, 3, 19, 7, 16, 23, 1, 1, 10, 16, 12, 1, 1, 1, 1, 2, 2)</td>
</tr>
<tr>
<td>$R_4$</td>
<td>(8, 1, 1, 1, 5, 13, 7, 2, 14, 6, 2, 3, 19, 7, 16, 23, 1, 1, 10, 16, 12, 1, 1, 1, 1, 2, 2)</td>
</tr>
<tr>
<td>$R_5$</td>
<td>(8, 1, 1, 1, 5, 13, 7, 2, 14, 6, 2, 3, 19, 7, 16, 23, 1, 1, 10, 16, 12, 1, 1, 1, 1, 2, 2)</td>
</tr>
<tr>
<td>$R_6$</td>
<td>(8, 1, 1, 1, 5, 13, 7, 2, 14, 6, 2, 3, 19, 7, 16, 23, 1, 1, 10, 16, 12, 1, 1, 1, 1, 2, 2)</td>
</tr>
<tr>
<td>$R_7$</td>
<td>(8, 1, 1, 1, 5, 13, 7, 2, 14, 6, 2, 3, 19, 7, 16, 23, 1, 1, 10, 16, 12, 1, 1, 1, 1, 2, 2)</td>
</tr>
<tr>
<td>$R_8$</td>
<td>(8, 1, 1, 1, 5, 13, 7, 2, 14, 6, 2, 3, 19, 7, 16, 23, 1, 1, 10, 16, 12, 1, 1, 1, 1, 2, 2)</td>
</tr>
<tr>
<td>$R_9$</td>
<td>(8, 1, 1, 1, 5, 13, 7, 2, 14, 6, 2, 3, 19, 7, 16, 23, 1, 1, 10, 16, 12, 1, 1, 1, 1, 2, 2)</td>
</tr>
</tbody>
</table>

Fig. 3. Graph of capacity versus character length of secret message. (For interpretation of the references to color in text, the reader is referred to the web version of the article.)
3.3 16 sub parts of \( S_3 \) have been constructed by concatenating randomly chosen pieces and also by conforming the given intervals in Table 3.

Thus, we have a total of 48 sub parts.

**Step 4:** We employed the proposed method and we calculated capacity values via Eq. (9) for each sub part of each secret message.

Table 3 contains the information regarding with the explained experimental steps. Length of each sub part has been provided in \( n \) column. For each sub part of each secret message, the calculated bit rates have been provided in the capacity (%) column. Finally, average bit rate for each sub part has been provided in average capacity (%) column.

Based on Table 3, capacity (%) of each sub part has been indicated in Fig. 4 and average capacity (%) distribution of the proposed method has been demonstrated in Fig. 5. In Fig. 4, horizontal axis indicates the length \( n \) while the vertical axis indicates capacity value in terms of percent. Similarly, in Fig. 5, horizontal axis of the graph indicates length \( n \) of the secret message while the vertical axis indicates the capacity values. As it can be seen in the provided graph in Fig. 5, generally, capacity increases as the character length increases. Thus, the disadvantage of character length on capacity can be an advantage by means of the proposed LZW based text steganography method.

In Table 4, the proposed method has been compared to the other contemporary methods in the literature. This comparison has been performed in terms of capacity. Capacities of the accessible methods, like TEXTO that works a simple substitution cipher and like Mimic functions that produces grammatically correct but meaningless text, have been calculated by employing the given sample message in the following paragraphs.

Capacities of Nicetext and Weinstein’s scheme have been provided by basing on the given samples in the referred articles. Capacities of Murphy’s and Nakagava’s schemes which are synonyms-based approaches have been reported in the referred articles.

Capacity of Stutsman’s scheme that hides a message in naturally encountered errors of a machine translation has been provided by basing on the referred article. Capacity of another translation based approach, Topkara’s scheme, has been provided by basing on the samples in the referred article.

Capacities of Sun et al.’s L-R scheme and Wang et al.’s scheme have been calculated by basing on the samples in Wang et al. (2009a) in UNICODE format since they deal with Chinese language. Finally, capacity of Listega that camouflages data by using textual list has been provided by basing on the sample in the referred article.

In the proposed LZW based text steganography method, the stego cover consists of naturally generated cover text \( T^* \) and email addresses \( (K_2) \) : the set of chosen and modified email addresses as stego keys) in order to show the stego cover as a forward mail as seen in Fig. 6. The given bit rate in Table 4 has been calculated via Eq. (9), by considering both of these stego covers. According to Table 4, the proposed LZW based text steganography method has increased the capacity to 6.925% by considering the given example below. This obtained capacity value provides a significant increment for secret message with the length of 200 characters.

Finally, we provide a secret message and the constructed stego cover in order to illustrate the output of the proposed method (Also, we provide an illustrative example in Annex 2). A sample secret message has been given below:

“behind using a cover text is to hide the presence of secret messages the presence of embedded messages in the resulting stego text cannot be easily discovered by anyone except the intended recipient”

| Table 4 |
|---|---|---|
| **Comparison of bitrate** |
| Method | Capacity (%) | Explanation |
| Mimic functions (Wayner, 1992, 2002) | 1.27 | Calculated by employing the following sample secret message at [http://www.spamimc.com](http://www.spamimc.com) |
| NICETEXT (Chapman and Davida, 1997, 2001, 2002) | 0.29 | Provided by basing on the samples in the referred articles |
| Weinstein (Winstein, 1999, 2008) | 0.5 | Provided by basing on the samples in the referred articles |
| Murphy et al. (Murphy and Vogel, 2007) | 0.30 | Reported in the referred article |
| Nakagava et al. (Nakagawa et al., 2001) | 0.12 | Reported in the referred article |
| Translation based (Stutsman et al., 2006) | 0.33 | Noted by the authors in the referred article |
| Confinuing (Topkara et al., 2007) | 0.35 | Provided by basing on the samples in the referred article |
| Sun et al.’s L-R scheme (Sun et al., 2004) | 2.17 | Calculated in UNICODE format by basing on the given sample in Wang et al. (2009a) |
| Wang et al. (Wang et al., 2009a) | 3.5 | Calculated in UNICODE format by basing on the given sample in Wang et al. (2009a) |
| Listega (Desoky, 2009) | 3.87 | Provided by basing on the example in the referred article |
| TEXTO (Maher, 1995) | 6.91 | Calculated by employing the following sample secret message at [http://www.eberfl.net/cgi-bin/stego.pl](http://www.eberfl.net/cgi-bin/stego.pl) |
| The proposed LZW based text steganography method | 6.92 | Calculated by employing the following sample secret message |

Fig. 4. Capacities (%) of \( S_1 \), \( S_2 \) and \( S_3 \).

Fig. 5. Average capacity (%) distribution.
Fig. 6. The constructed stego cover.

This message has 200 characters with spaces and without quotation marks. According to the embedding phase (Step 4), the chosen cover text ($T^*$) has been given below:

"in the research area of text steganography, algorithms based on font format have advantages of great capacity, good imperceptibility and wide application range. However, little work on text-based font steganography has been reported in the literature. Based on the fact that the statistic features of font format will be changed after using font-based steganographic algorithms, we present a novel support vector machine-based steganalysis algorithm to detect whether hidden information exists or not. This algorithm can only effectively detect the existence of hidden information, and also estimate the hidden information length according to variations of font attribute value. As shown by experimental results, the detection accuracy of our algorithm reaches as high as 99.3% when the font information length is at least 16 bits."

The constructed stego cover has been demonstrated in Fig. 6. The stego cover has been arranged as a forward mail platform not to raise suspicion. As seen in Fig. 6, stego cover consists of the chosen cover text given above and the chosen and modified email addresses ($E_k$). Besides, the employed Latin square has been given in Annex 1. According to Eq. (9), capacity has been computed as 6.92% for this example.

6. Conclusion

In this section firstly, we aim to explain the advantages and disadvantages of the proposed method. An advantage of the proposed method is not being language specific. The method can be applied to any language by reconstituting the text database and adapting the Latin Square to the concerning language, if necessary (for e.g. Chinese and Arabic languages). Another advantage of the proposed method is protecting the originality of the cover media while communicating. The method does not produce noise in order to hide secret information. It changes neither meaning nor format of the cover text. In the proposed method, the stego cover is a forward mail platform that contains two cover medium. One of them is the naturally generated cover text. So the text is meaningful, syntactically and grammatically correct and legitimate. Another is the chosen email addresses in order to show the mail as a forward mail platform. There is not any format or constraint on generating email addresses (numbers, repeating characters can be used) and it is not necessary for them to be meaningful. So they do not raise suspicion. Because of these specifications, the proposed method is strong against OCR programs and retyping. Additionally, security of the proposed method has been supported by means of the employed stego keys. Besides, Combinatorics-based coding and LZW compression have also been employed for this purpose.

As future work, we aim to investigate the effects of other lossless data compression algorithms like Huffman Coding and Arithmetic Coding, firstly on capacity. For a more significant capacity increment, we aim to use shorter naturally generated texts in text base. Finally by increasing the variety of text base with these shorter texts, we aim to obtain the desired randomness in case of hiding similar patterns.

Annex 1. Arranged Latin Square
Annex 2. An illustrative example

Secret message: behind using a cover

\[ S = \{ b, e, h, i, n, d, u, s, i, n, g, a, c, o, v, e, r \} \]

In Step 1 and Step 2, we estimate \( \Delta \mathcal{D} \) for every Text in \( T \).

In Step 3, we obtain \( E \) and \( R \) by calculating the exceeding number and reconstructing \( \Delta \mathcal{D} \) for every Text in \( T \).

In Step 4, we find the maximum dual pattern repetition number \( (p) \) as 8. Accordingly:

\[ \Delta \mathcal{D} = (55, 2, 6, 1, 1, 1, 2, 28, 11, 21, 1, 1, 1, 7, 5, 3, 39, 80, 1, 1) \]

\[ \mathcal{R} = (3, 2, 6, 1, 1, 1, 2, 2, 11, 21, 1, 1, 1, 7, 5, 3, 13, 2, 1, 1) \]

\[ \overline{r} = (2, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 3, 0, 0) \]

Chosen cover text \( (T^*) \) from \( T \): this paper presents a novel steganography scheme suitable for hindi text. It can be classified under text steganography, conveying information secretly and establishing a hidden relationship between the message and its counterpart has been of great interest since very long ago. Methods of steganography are mostly applied on images, audio, video and text files. During the process characteristics of these methods are to change in the structure and features as so not to be identifiable by human eye. Text documents are the best examples for this. This paper presents a novel hindi text steganography, which uses hindi letters and its diacritics and numerical code. This method is not only useful to hindi text but also to all other similar Indian languages.

In Step 5, LZW dictionary:

| (1) 1 | (15) 15 | (29) 6, 1 |
| (2) 2 | (16) 16 | (30) 1, 1 |
| (3) 3 | (17) 17 | (31) 1, 1, 2 |
| (4) 4 | (18) 18 | (32) 2, 2 |
| (5) 5 | (19) 19 | (33) 2, 11 |
| (6) 6 | (20) 20 | (34) 11, 21 |
| (7) 7 | (21) 21 | (35) 21, 1 |
| (8) 8 | (22) 22 | (36) 1, 1, 1 |
| (9) 9 | (23) 23 | (37) 1, 7 |
| (10) 10 | (24) 24 | (38) 7, 5 |
| (11) 11 | (25) 25 | (39) 5, 3 |
| (12) 12 | (26) 26 | (40) 3, 13 |
| (13) 13 | (27) 3, 2 | (41) 13, 2 |
| (14) 14 | (28) 2, 6 | (42) 2, 1 |

Bit Steram is obtained by \( \frac{\mathcal{R}}{2} \):

\[ 0, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 1, 1, 0, 0, \]

If the number of bits is not a multiple of 12, then the bit stream is completed the nearest multiple of 12 by adding 0 in this case. Here since the bit stream contains 96 bits, no completion is necessary.

In Step 6 – by basing on Eqs. (3) – (5) – \( x, y \) and \( z \) are obtained as follows:

<table>
<thead>
<tr>
<th>Mail address no. ( x ) is used for the first letter email address of via ( K_1 )</th>
<th>Mail address no. ( y ) is used for the second letter email address of via ( K_1 )</th>
<th>Mail address no. ( z ) is used for email address extension via ( A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>20</td>
</tr>
</tbody>
</table>

In Step 7, the chosen email addresses by employing Latin square, are provided. Besides by using \( \overline{r} \) and \( A \) these email addresses are modified and construction of \( K_2 \) is completed:

\[ K_2 = \{ \text{bxenon@hotmail.com, py_installer@mynet.com, csusan_88001@yahoo.com, gpirisu300@mail.com, nkaragul@gmail.com, hjersey@mail.com, gfergie65@mail.com, harun_duru@myspace.com} \} \]

In Step 8, stego cover is arranged by combining \( K_2 \) and \( T^* \):

For this example, the calculated capacity value is: \( C = 1.71\% \).
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